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Background
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Geometric structures in the data provide information.
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The number of holes is used to summarize geometrical
features.

» Geometrical objects :

» AAB,CDEFGHILJKLMNOPQRST,UVW,
XY, Z,
> 7L 7 H

» The number of holes of different dimensions is considered.

1. Bo =# of connected components ‘
2. By =# of loops (holes inside 1-dim sphere) O

3. B2 =# of voids (holes inside 2-dim sphere) : if dim >3~
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Example : Objects are classified by homologies.

1. 8o =# of connected components .
2. 31 =3 of loops Q

0
C.GILJL
N,S UV, W, Z

.S, U Y, AR, D, O, P Q
E,F, T,Y,H K, X

B, &
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Homology of finite sample is different from homology of
underlying manifold, hence it cannot be directly used for the

inference.
» When analyzing data, we prefer robust features where features of the

underlying manifold can be inferred from features of finite samples.
» Homology is not robust:

Underlying circle: Bp=1, B1=1 100 samples: 3, =100, 31 =0
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We rely on the kernel density estimator to extract
topological information of the underlying distribution.

» The kernel density estimator is

~ 1 : X—X,'
0 = g oK (5.
i=1
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Persistent homology computes homologies on collection of
sets, and tracks when topological features are born and
when they die.

level = 0.25
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Persistent homology computes homologies on collection of
sets, and tracks when topological features are born and
when they die.
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Persistent homology computes homologies on collection of
sets, and tracks when topological features are born and
when they die.

level = 0.15 level=0 level =0
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Persistent homology computes homologies on collection of
sets, and tracks when topological features are born and
when they die.

level = 0.15 level =0
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Persistent homology of the underlying manifold can be
inferred from persistent homology of finite samples.

Birth
0.00 0.10 0.20 0.30

Circle 200 samples

|
Birth
0.00 0.10 0.20 0.30

T T T T 71 1
0.00 0.10 0.20 0.30 0.00 0.10 0.20 0.30
Death Death

12/36



Confidence band for persistent homology separates
homological signal from homological noise.

Birth
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Confidence band for Persistent Homology of KDEs computed on a grid
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Bottleneck distance gives a metric on the space of persistent
homology.
Definition

Let Dy, Dy be multiset of points. Bottleneck distance is defined as

dg(D1, D2) = inf sup [|x — v(x) ||
Y xeD,

where ~ ranges over all bijections from D; to Ds.
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Bottleneck distance gives a metric on the space of persistent
homology.

Definition

Let Dy, Dy be multiset of points. Bottleneck distance is defined as

dg(D1, D2) = inf sup ||x — v(x)||sc,
Y xeD,

where « ranges over all bijections from D; to D;.
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Confidence band for the persistent homology is a random
quantity containing the persistent homology with high
probability.
Let M be a compact manifold, and X = {Xy,---, X,} be n samples. Let
fi and fx be corresponding functions whose persistent homology is of

interest. Given the significance level « € (0,1), (1 — «) confidence band
¢n = ¢y(X) is a random variable satisfying

P (Dgm(fy) € {P : dg(P,Dgm(fx)) < cs}) > 1—a.
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Confidence band for the persistent homology is a random
quantity containing the persistent homology with high
probability.
Let M be a compact manifold, and X = {Xy,---, X,} be n samples. Let
fi and fx be corresponding functions whose persistent homology is of

interest. Given the significance level « € (0,1), (1 — «) confidence band
¢n = ¢y(X) is a random variable satisfying
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Confidence band for the persistent homology can be
computed using the bootstrap algorithm.

1. Given a sample X = {x1,...,x,}, compute the kernel density
estimator py,.

2. Draw X* ={x{,...,x3} from X = {x1,...,x,} (with replacement),
and compute 6* = v nh?||p;(x) — Pn(x)||cc, Where p} is the density
estimator computed using X*.

3. Repeat the previous step B times to obtain 07, ...,60%
4. Compute 2, = inf {q : %Z}il I1(0; > q) < a}

5. The (1 — ) confidence band for E[pp] is [ﬁh - \/Zﬁ, Pn + \/Zﬁ .
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Confidence band for Persistent Homology of KDEs computed on Rips
complexes
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Computing a confidence band for the persistent homology
incurs computing on a grid of points, which is infeasible in
high dimensional space.
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Computing the persistent homology of density function on
data points reduces computational complexity.
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How can we compute a confidence band for the persistent
homology with computation on data points?

» (Shin, Kim, Rinaldo, Wasserman, 20207) : extending work from Fasy
et al. [2014], Bobrowski et al. [2014], Chazal et al. [2011].
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We are considering the upper level set of the average KDE

on the support.

» Let Xi,...,X, ~ P, then the average kernel density estimator
(KDE) is

R 1 x—X
) = Belpn(] = e | K (5]
» We are considering the upper level sets of the average KDE as
{Dr};~q, where D := {x € supp(P) : pa(x) > L}.
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We are targeting the persistent homology of the upper level
set of the average KDE on the support.

» We are considering the upper level sets of the KDE as

{Dr};~q, where D := {x € supp(P) : pa(x) > L}.

and targeting its persistent homology PHfgupp(P)(ph).
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We use the Vietoris-Rips complex to estimate the target

persistent homology.

» For X C R and r > 0, the Vietoris-Rips complex Rips(X, r) is
defined as

Rips(X,r) = {{x1,...,x} C X : d(x;,x;) <2r, forall 1 <ij<k}.

Vietoris—Rips complex
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We use the Vietoris-Rips complex to estimate the target

persistent homology.

» For X C R and r > 0, the Vietoris-Rips complex Rips(X, r) is
defined as

Rips(X,r) = {{x1,...,x} C X : d(x;,x;) < 2r, forall 1 <i,j<k}.

Vietoris—Rips complex
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We estimate the target level set by considering the
Vietoris-Rips complex generated from the level set of the

KDE.

» For X C R and r > 0, the Vietoris-Rips complex Rips(X, r) is
defined as

Rips(X,r) = {{x1,...,x} C X : d(x;,x;) <2r, forall 1 <ij<k}.

» Given the KDE pp and for X, = {Xi,..., X,}, we consider the
Vietoris-Rips complex generated from the level set of the p;, as

{Rips (X”L r) }L>O, where X%, = {X; € Xy : pu(Xi) > L}
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We estimate the target level set by considering the
Vietoris-Rips complex generated from the level set of the
KDE.

» For X, = {Xi,...,X,}, we estimate the target level set by the level
sets of the KDE py, on Vietoris-Rips complexes,

{Rips (anhL, )}L>O, where X%, = (X € X, : pp(X;) = L} .

level =0.25
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We estimate the target persistent homology by the
persistent homology of the KDE filtration on Vietoris-Rips

complexes.

» We estimate the target persistent homology by the persistent
homology of the level sets of the KDE p, on Vietoris-Rips complexes,

{Rips (Xr’?hL, r)} , where Xf”L ={Xie X,: pu(X;) > L}.
’ L>0 ’
and denote the persistent homology as PHR (py, r).

level = 0.25
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We estimate the target level set by Vietoris-Rips complexes
from the KDE level sets.

» We approximate the target level set
{Dr};~q, where D = {x € X1 py(x) > L},
by the level sets of the KDE on Vietoris-Rips complexes,

{Rips (Xf”}_, r) }L>0, where Xr’i”l_ ={Xie X,: pu(Xi) > L}.
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We estimate the target persistent homology by the
persistent homology of the KDE filtration on Vietoris-Rips
complexes.
» We estimate the target persistent homology
PHZ""" P (p,),

by the persistent homology of the KDE filtration on Vietoris-Rips
complexes,
PHE (P, ).
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The persistent homology of the KDE filtration on
Vietoris-Rips complexes is consistent.

Theorem
(Theorem 14, Corollary 15) Let {r,}nen and {hn}nen be satisfying

1/d
rn=Q (('og”> ) rn = o(1), and % = O(1). Then

n

N su log(1/h,
de (PHE (B, ), PHE"™" P (py,)) = Op ( o ||rnoo> :
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Confidence band

» An asymptotic 1 — « confidence band ¢, is a random variable
satisfying

P(ds (PP (py,), PHR (B, 1)) < ) = 1=+ o(1).
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Confidence band for the persistent homology of the KDE
filtration.

Theorem
(Theorem 18)

P ( dg (PH""®)(py ), PHR (Bh . 1)) < —2— + &) > 1—a + o(1),
v nhd

where 2, is from the bootstrap algorithm and ¢ is computed from data
points.

34/36



Thank youl
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Confidence set for the persistent homology of the KDE
filtration.

» Since covering condition is not verifiable, we instead consider the
threshold where the covering is satisfied, i.e. consider ¢ > 0 satisfying

{x: pn(x) =€l C U]BSRd(X,-, r).

> Set

& = {e eR;: {x: pn(x) > €} C UBW(X/,/’)}7

1

and let

& =inflee &t Vvmax  sup  |pa(Xi) — Pn(x)]-
I Xx€BRa (Xi,ri)

1/2



Confidence set for the persistent homology of the KDE
filtration.

» We let the confidence set as the ball centered at PHR(py, , r,) and
radius \/Zﬁ + & V &y, i.e.

A . R(a 2, ~ ~
Co = {7? ;, dg (P, PHZ (Ph,, ra)) < o + &V cz,} .

This is a valid confidence set by the following theorem.

Theorem
(Theorem 18)

Za

vV nhd

P <dB (PH:W“’)(phn), PHR(py,., rn)) < Tev 62,> > 1—ato(1).

2/2



	Background
	Confidence band for Persistent Homology of KDEs computed on a grid
	Confidence band for Persistent Homology of KDEs computed on Rips complexes
	References
	Appendix

	4.Plus: 
	4.Reset: 
	4.Minus: 
	4.EndRight: 
	4.StepRight: 
	4.PlayPauseRight: 
	4.PlayRight: 
	4.PauseRight: 
	4.PlayPauseLeft: 
	4.PlayLeft: 
	4.PauseLeft: 
	4.StepLeft: 
	4.EndLeft: 
	anm4: 
	4.5: 
	4.4: 
	4.3: 
	4.2: 
	4.1: 
	4.0: 
	3.Plus: 
	3.Reset: 
	3.Minus: 
	3.EndRight: 
	3.StepRight: 
	3.PlayPauseRight: 
	3.PlayRight: 
	3.PauseRight: 
	3.PlayPauseLeft: 
	3.PlayLeft: 
	3.PauseLeft: 
	3.StepLeft: 
	3.EndLeft: 
	anm3: 
	3.5: 
	3.4: 
	3.3: 
	3.2: 
	3.1: 
	3.0: 
	2.Plus: 
	2.Reset: 
	2.Minus: 
	2.EndRight: 
	2.StepRight: 
	2.PlayPauseRight: 
	2.PlayRight: 
	2.PauseRight: 
	2.PlayPauseLeft: 
	2.PlayLeft: 
	2.PauseLeft: 
	2.StepLeft: 
	2.EndLeft: 
	anm2: 
	2.5: 
	2.4: 
	2.3: 
	2.2: 
	2.1: 
	2.0: 
	1.Plus: 
	1.Reset: 
	1.Minus: 
	1.EndRight: 
	1.StepRight: 
	1.PlayPauseRight: 
	1.PlayRight: 
	1.PauseRight: 
	1.PlayPauseLeft: 
	1.PlayLeft: 
	1.PauseLeft: 
	1.StepLeft: 
	1.EndLeft: 
	anm1: 
	1.5: 
	1.4: 
	1.3: 
	1.2: 
	1.1: 
	1.0: 
	0.Plus: 
	0.Reset: 
	0.Minus: 
	0.EndRight: 
	0.StepRight: 
	0.PlayPauseRight: 
	0.PlayRight: 
	0.PauseRight: 
	0.PlayPauseLeft: 
	0.PlayLeft: 
	0.PauseLeft: 
	0.StepLeft: 
	0.EndLeft: 
	anm0: 
	0.5: 
	0.4: 
	0.3: 
	0.2: 
	0.1: 
	0.0: 


